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Directed transport and localization in phase-modulated driven lattices
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We explore the dynamics of noninteracting particles loaded into a phase-modulated one-dimensional lattice
formed by laterally oscillating square barriers. Tuning the parameters of the driven unit cell of the lattice
selected parts of the classical phase space can be manipulated in a controllable manner. We find superdiffusion
in position space for all parameters regimes. A directed current of an ensemble of particles can be created
through locally breaking the spatiotemporal symmetries of the time-driven potential. Magnitude and direction
of the current are tunable. Several mechanisms for transient localization and trapping of particles in different

wells of the driven unit cell are presented and analyzed.
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I. INTRODUCTION

Time-driven systems represent a major focus in several
versatile research fields, such as the physics of atoms, mol-
ecules or mesoscopic systems [1-3]. Generally, they are
evoked by the occurrence of time-periodic forces. As an ex-
ample, the dipole interaction of atoms exposed to laser fields
gives rise to several interesting phenomena such as laser sta-
bilization, high harmonic generation or above barrier ioniza-
tion. Another example is the coherent control of quantum
molecular dynamics by means of shaped femtosecond laser
pulses.

Among the most prominent mesoscopic systems are the
various driven lattice setups, i.e., particles in a one-
dimensional static potential are acted upon additionally by
external time-dependent forces of zero mean. Experimentally
they have been realized in condensed matter [4,5] and cold
atomic systems (see [6—8] and references therein). A remark-
able observation is that these systems can show directed
transport for an ensemble of particles, although there exists
no net force. Therefore, they are called ratchets. Originally
the generation of ratchet effects has been addressed by em-
ploying external noise [9-11]. Similarly, the role of dissipa-
tion has been studied thoroughly. In Ref. [12] it has been
shown that directed transport occurs for underdamped par-
ticles in a sinusoidally rocked spatially asymmetric periodic
potential. Moreover, as the amplitude of the external driving
is varied, the current flow is reversed several times. The un-
derlying mechanism responsible for the existence of directed
currents and the reversal of the transport has been identified
in Refs. [13,14]. Due to dissipation transporting attractors in
phase space emerge and by choosing the initial conditions
appropriately it is possible to populate them selectively. The
ratchet effect can also be generated in systems without dis-
sipation and noise. In this case one speaks of “(deterministic)
Hamiltonian ratchets.” Recently, in Ref. [8] the directed
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transport of atoms in a BEC loaded into a flashing ratchet
potential was demonstrated. The current flow appears only if
certain temporal and spatial symmetries of the driven poten-
tial, which have been identified in Ref. [15], are broken. The
occurrence of directed transport in Hamiltonian systems has
been reported for the case of fully chaotic dynamics [16-18]
and for systems with mixed phase space [19-22]. For the
latter case [23-25] a sum rule for the transport velocity of a
classical ensemble of particles has been derived. Addition-
ally, these authors have shown that in the semiclassical limit
the quantum and the classical transport velocity coincide. As
an extension in Ref. [26] the impact of avoided crossing
between different transporting Floquet states has been con-
sidered. Tuning the control parameters leads to an enhance-
ment or suppression of the current flow. Moreover, in Ref.
[27] the influence of an additional dc bias on the directed
transport of a Hamiltonian ratchet has been studied. The au-
thors have found the persistence of transporting invariant
submanifolds such as regular islands. In their vicinity trajec-
tories can get sticky, such that they perform ballisticlike mo-
tion. Remaining chaotic trajectories are accelerated by the
bias field getting separated very fast from the ballistic type
dynamics.

For all previous setups the static potential is exposed to a
so-called global driving law [7,8,15,21-23], i.e., the force
acting upon the particles can be separated into two parts,
which depend only on the spatial coordinate and the time,
respectively. For the systems we explore in the present work
this is not true anymore. Each potential barrier of the under-
lying lattice will be equipped with its own characteristic
driving law, which gives rise to several new intriguing phe-
nomena and the possibility to “locally engineer” the classical
phase space. By adjusting carefully the parameters of the
barriers and accordingly their driving laws specific parts of
the phase space can be manipulated in a controllable manner,
whereas the remaining portion stays mainly unaffected.
Moreover, the symmetries derived in [15] can be broken by
imposing spatially dependent phase shifts to the driving laws
of the barriers, which will be called a “phase-modulated lat-
tice” in the following. Thereby, a directed transport of an
ensemble of particles is evoked and both the direction and
the magnitude of the current flow can be tuned easily. Im-
portantly, for specific ranges of the barriers’ potential height
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the particles show different localization behavior depending
on their location within the unit cell of the lattice.

The paper is organized as follows. In Sec. II we give a
detailed description of our model and define the setups which
will be studied. In Sec. III the phase space is analyzed by
means of stroboscopic Poincaré surfaces of section (PSS). In
this regard the desymmetrization of the phase space, mean-
ing the loss of symmetry with respect to p=0, is explored.
Furthermore, we study the occurrence of regular elliptic is-
lands in the PSS, present an approximation for the velocity
regime of the last stable torus and discuss the impact of
cantori on the dynamics of trajectories. Section IV is devoted
to the transport and localization properties of the setups and
how they originate from the phase space properties of the
considered system. Finally, a conclusion and outlook is given
in Sec. V.

II. SETUP

The classical dynamics of an ensemble of identical, non-
interacting particles in a one-dimensional, infinitely extended
lattice of laterally oscillating square potential barriers of
equal height V,, and width [ is described by the Hamiltonian

2
H(x,p,t):zp—m+V(x,t), (1)

where m is the mass of the particles and

Vi) = > Vo®(é‘|X—x0,z—fi(f)|) (2)

j=—00

is the potential. xy; is the equilibrium position of the ith
barrier. f;(¢) is a function with period 7, which is explicitly
allowed to depend on the site i. In the following, we will call
fi(¢) the driving law of the ith barrier. The Hamiltonian (1) is
called to be unbiased, if the force F=—dV(x,t)/dx averaged
over space and time vanishes. This condition is fulfilled,
when each barrier of the lattice is driven with a periodic
driving law. Accordingly, a natural choice for f;(r) is a har-
monic function. Therefore we set

fi(t) = C cos(wt + ¢;), (3)

where ¢; € [0,27] is a local phase shift, which depends on
the ith barrier. Here we have chosen the same amplitude C
and frequency w for all barriers. Furthermore, we choose for
the equilibrium position of the potentials

Xo;=iD with D >0, (4)

such that the static counterpart of Hamiltonian (1) is an
equally spaced lattice of identical barriers, i.e., in their equi-
librium position they are centered around {0, * D, =2D,...}
(see Fig. 1). Figure 1 shows a sketch of the lattice including
the relevant parameters. Only for very special choices of the
phases, e.g., {¢;=0} for all f;(¢), neighboring barriers have
equal spatial distance at a given snapshot.

To avoid overlap of the barriers for arbitrary choices of
{¢;}, the distance between the barriers must obey D=2C+I.
The focus of this work are the transport properties of the
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FIG. 1. Schematic illustration of the lattice of laterally oscillat-
ing barriers.

system described by the Hamiltonian (1). Let us therefore
discuss under which conditions directed transport can occur.
In Ref. [15], the authors have proven that the directed current
vanishes if the equation of motions are invariant under cer-
tain transformations, i.e., if certain symmetries hold. These
transformations change the sign of the velocity and as a re-
sult it is possible to construct for every trajectory a mirror
image with the opposite sign for the velocity. In this case,
averaging over a representative set of trajectories yields zero
mean velocity, i.e., a vanishing directed transport. Such
transformations reverse either time or spatial coordinates to-
gether with a constant shift. Thus they take on the
appearance

T,x——-x+c, t—t+c,

Tyx—x+c, t——I+c,. (5)
The equations of motion belonging to the Hamiltonian (1)
are simply given by

aV(x,1)

ox ©

mx =

For the absence of directed transport for symmetry reasons it
is therefore necessary that the potential V(x,?) is invariant
under one of the transformations (5). We remark that a van-
ishing current can also occur if the above symmetries do not
hold, which is however a nongeneric case and is encountered
only for specifically chosen parameter values. In the case of
the uniformly oscillating lattice

@;=const. Vi (7)
actually two such transformations can be identified.

Tx——x, t—t+1,

T':x—x, t——t. (8)
Consequently, for the uniformly oscillating lattice no di-
rected transport will occur. The same is true, if the local
phase shifts of the barriers alternate, i.e.,
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¢, if i is even

®;= )

1
© else.
In this case the transformation is given by

T:x—x+D, t——t. (10)

In order to reduce the number of varying parameters, we set
the frequency and the amplitude of the driving laws to w
=1 and C=1. Moreover, the barriers’ width and the equilib-
rium distance are fixed to [=0.4 and D=4.4, respectively.
Finally, without loss of generality the mass of the particles is
chosen m=1. We therefore remain with two parameters: the
barrier height V|, and the local phase shifts {¢;}. Since our
major interest is the lattice’s transport properties, we focus
on setups, for which the symmetries (5) are broken. This is
implemented by spatially modulating the phase shifts {¢,} of
the driving laws. In the following three different setups are
studied in detail:

(a) first, the potential height is fixed to V,=0.16 and the
sites are equipped by a linearly increasing phase, i.e., a con-
stant phase gradient is chosen,

f,-(t):cos(t+£277>, (11)

where the periods of the site-dependent phases (for reasons
of brevity we call them “phase periods”) are n=1,3,6,10. For
n=3, the sequence of phase shifts {¢} is
{...,0,%,%7,0,2{,...}, whereas for n=1 a lattice of uni-
formly oscillating barriers is recovered. One can verify
straightforwardly that it is not possible to define proper ¢,
and c,, such that the potential is invariant under one of the
transformations (5) for phase periods greater than or equal to
three. Hence a nonzero mean velocity could be expected for
n=3,6,10.

(b) For the second class of setups we keep V;=0.16 and
the above phase gradient with period three setup is perturbed
(perturbed phase gradient), i.e., the sequence of phase shifts

becomes {...,0,% + a,*7 0,2% + «,...} such that for a=0

b 3 — b 3 9 b 3 -
the equidistant phase gradient is recovered.
(c) A specific phase period three

{. ..,0,1—’5,%,0,%,31—3,...} is chosen and the global potential

height V is varied (broken phase gradient).
III. ANALYSIS OF PHASE SPACE

This section is devoted to the analysis of the phase space
of the Hamiltonian (1) for the above-provided setups. Gen-
eral characteristics of the PSS, like the appearance of regular
islands and the chaotic sea, are discussed. Especially, main
emphasis is placed on the comparison of the phase space
properties of the uniformly oscillating lattice n=1 (global
driving, n=1) and the setups with spatial phase modulation
(local driving, n=3). Furthermore, the stability of the phase
space structures against perturbation of the phase pattern is
studied.

A. Poincaré surfaces of section: Uniformly oscillating lattices

In this section the phase space in the case of global har-
monic driving is analyzed. First, the method, how the
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FIG. 2. (Color online) Stroboscopic PSS of the lattice of uni-
formly oscillating square potentials. For a better illustration we
have added in (a) the potential energy to the Kinetic energy of the
particles, in order to avoid the discontinuities in the “regular” PSS

[see (b)].

Poincaré surfaces of section for this and all the upcoming
setups are obtained, is described briefly. Afterward, the phase
space is discussed and a kinematic approach to determine the
border of the chaotic sea is presented. Finally, the flux
through cantori and the transit time of trajectories is
determined.

Since the particles move at constant velocity between col-
lisions with the barriers’ edges, the Hamiltonian flow can be
described by an implicit two-dimensional map (for details
see [28]). To visualize the dynamics, we make Poincaré sur-
face of sections (PSS) of the phase space. Due to the time
periodicity of the Hamiltonian H(x,p,r+T)=H(x,p,1)
(T=21r), an area-preserving surface of section is obtained by
taking stroboscopic “snapshots” of the (x,p)-plane at times
t=nT with n e N. Additionally, the Hamiltonian possesses
the translation invariance H(x+L,p,t)=H(x,p,t), where L is
the length of the system’s unit cell. Generally, L is not the
distance between the barriers at their equilibrium positions,
but for our chosen setups L is a multiple of D, i.e., L=nD,
where n is the phase period. Thereby, the space coordinate
can be restricted to the length L of the Hamiltonian’s unit
cell. The desired Poincaré surface of section is then provided
by the set of points

M ={(x(t + kT)mod L,p(t + kT))|k € N}. (12)

Obviously, since the time between successive “snapshots” of
the (x,p)-plane is equal, the PSS is done for a specific phase
of the driving. It is therefore not surprising that the appear-
ance of the surface of section is not universal but depends on
exactly this phase. An example of how this manifests itself in
the PSS is given after the next paragraph.

In Fig. 2(b) the PSS of the lattice with a phase period one,
i.e., a lattice of uniformly oscillating barriers (n=1, L=D)
is shown. This Poincaré surface of section possesses discon-
tinuities [dashed box in Fig. 2(b)], which are due to the fact
that the particles are either inside or outside the barrier when
the snapshot of the (x,p)-plane is taken. The particles outside
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have E,,,=0 and accordingly E,,=V), inside. Since the po-
tential is not smooth, this provides discontinuities in the PSS.
For illustrative reasons it is therefore useful to add for those
particles, which are at the moment of the snapshot inside the
barrier, the potential energy E,,=V, to the kinetic energy.
This has been done in Fig. 2(a). The invariant curves are then
continuous, yet the barrier can be seen as a blank squared
region in the PSS. Nevertheless, to avoid the discontinuities
all the subsequent PSS are presented in this way.

Another eye-catching feature of the PSS is reflection sym-
metry with respect to p=0. However, this is not universally
valid, but it occurs only for specific phases of the snapshot of
the (x,p)-plane. As Fig. 2(a) shows, the PSS is done at the
moment the barrier arrives at one of its turning points, i.e.,
the ith barrier is centered around x=iD+C at this time in-
stant. For the first unit cell i=0, this yields x=1 [blank
squared region in Fig. 2(a)]. If the PSS is made for instance
when the barrier has its maximum velocity, then this symme-
try is absent. Yet, the dynamics of the lattice of uniformly
oscillating barrier can be completely classified by means of
the stroboscopic Poincaré surface of section [23].

For large momenta |p|>1 the potential is negligible due
to its finite height. In this limit, the integrable dynamics of a
free particle is recovered and the phase space is foliated by
invariant curves, which are topologically equivalent to a
torus. In the PSS these curves appear as straight lines, which
stretch out over the whole unit cell. This simple part of the
PSS is not displayed in Fig. 2(a) and occurs for |p|=3. With
decreasing momentum, the integrability is lost, but large
regular domains remain. Many orbits still lie on deformed
tori, which occur as curved lines in the PSS [|p|~=~2 in Fig.
2(a)]. Particles on these invariant curves travel through the
lattice in the direction of their initial momentum. Indeed the
KAM theorem predicts that tori with sufficiently irrational
winding number survive under a small perturbation. The
winding number is defined as the limit

w= limM, (13)
t—s00 t
if it exists. x and ¢ are measured in multiples of the spatial
period of the unit cell and time period, respectively. Thus w
is proportional to the average velocity of the particle in the
lattice w ~v. Tori with rational winding numbers w=r/s are
excluded in the KAM theorem. According to the Poincaré-
Birkhoff theorem they dissolve into an even number of alter-
nately elliptic and hyperbolic fixed points of period s. The
trajectories in the extended system, which correspond to
these periodic orbits in the PSS, travel r spatial unit cells in
s time periods in the direction of their initial velocity. Hence
in the PSS they occur as s distinct points. Around each ellip-
tic periodic orbit there is again a set of invariant curves,
which can be seen in our PSS as elliptic islands. Completely
analogous to the trajectory belonging to the periodic orbit in
the center of this structure, the motion of particles, which are
inside these islands proceeds through the lattice only in one
direction. Accordingly, the trajectories intersect sequentially
the PSS at different islands of the corresponding chain of
islands. In the vicinity of the hyperbolic fixed points there is
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FIG. 3. (Color online) (a) Central periodic orbit (x=2.1, p
=~ 1.4) for the resonance with winding number w=2 in the lattice of
uniformly oscillating barriers. (b) Periodic two bounce orbit be-
tween the first and second barrier in the case of the specific phase
period three {...,0, %37 0, = 3T 1

>10° 10272102 10>+

an infinite number of homo- and heteroclinic intersections of
the stable and unstable manifolds, which yields horseshoe
type dynamics and hence the presence of chaos. For large
kinetic energies these chaotic layers are too small to be vis-
ible in the PSS. The magnification of the PSS (see Fig. 4) for
1.75<p<<1.95 shows such a separatrix region around p
~1.93. However, with decreasing momentum the strength of
the perturbation and thereby the size of these layers increases
until finally a large chaotic sea in the PSS for small momenta
develops. Trajectories, belonging to this chaotic sea in the
PSS, wander diffusively through the lattice.

At p=0, there is an elliptic island, which has been dis-
cussed in detail in [28]. It corresponds to trapped motion in
the scattering region of a single barrier. Moreover, this island
exists only for a certain regime of the parameters (V;,[). Due
to the pointlike interaction between the barrier and the par-
ticles it is possible to determine analytically [28] the position
of these resonances in the PSS by exploiting the symmetry
properties of the corresponding central periodic orbit. Other
dominant elliptic islands in the PSS are the ones with wind-
ing number w=r, i.e., the central periodic orbits are trajecto-
ries, which travel r lattice sites during one oscillation period
of the lattice. Figure 3(a) shows the trajectory, which corre-
sponds to the central periodic orbit of the r=2 resonance at
x=~=0.1, p~1.4 in Fig. 2(a), together with the two barriers
in position space. Obviously the phases belonging to the four
collisions are symmetric with respect to 3, (=7-§;, &
=m—§&,), such that the velocity v, after transmission through
the two barriers equals the initial velocity v,. In the Appen-
dix A a method to determine the positions of periodic orbits
with few collisions in the PSS is described using the example
of this w=2-orbit.

Let us now discuss the border regions of the PSS [1.75
<p<2.0 in Fig. 2(a)], where the large chaotic sea is
bounded by tori, which have not been destroyed by the per-
turbation, i.e., the driving. In this regime of intermediate ki-
netic energy more chains of elliptic islands are visible in the
PSS. For even larger momenta the chaotic sea is bounded by
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FIG. 4. (Color online) Magnification of the Poincaré surface of
section in the region of the upper boundary of the chaotic sea. The
dashed curve is the last stable KAM torus, i.e., this invariant curve
delimits the chaotic sea.

an invariant curve, which is called the “first invariant span-
ning curve” (FISC). Figure 4 shows a magnification of this
region of the PSS for positive momenta with the FISC shown
as a dashed line. For negative momenta there exists of course
a FISC, too [Fig. 2(a)]. Although the position of the FISC in
the PSS is very hard to be determined analytically, one can
derive at least an approximation to its position in velocity
space. We recall that particles on the FISC are fast enough to
be transmitted, even if a collision takes place when the bar-
rier moves with its extremal velocity u,,,, in the same direc-
tion, i.e., the minimal relative kinetic energy must exceed the
potential height. Thus we get

m(v —u,,)?

=V,, 14
5 0 (14)

where v is the velocity of the particle. In case of a harmonic
driving law, the extremal velocities of the barrier are given
by u,,= = wC. Plugging u,, in Eq. (14) yields an approxima-
tion to the velocity regime where the FISC is located in the
PSS. Depending on the sign of v we find

/2
U+ = + wC =+ ZVO, (15)

where the index = denotes the position of the FISC in the
PSS for positive and negative velocities, respectively. In case
of the harmonic driving law we have |v,|=|v_| independent
of the phase period. For m=1, w=1, C=1, and V;=0.16, we
find from Eq. (15) |v|~1.57. Figure 4 shows that the FISC
of the uniformly oscillating lattice is located indeed at p
~1.9>m-v,. This discrepancy is significant (around 15%),
which is due to the fact that this approximation accounts
only for a simple kinematic consideration of the dynamics
between the particle and a single barrier and neglects all the
dynamical processes happening in the extended system. Nev-
ertheless, this naive approach provides some insights, as we
shall argue briefly in the following. For driving laws with
more than one frequency, which have been used for instance
in Ref. [23], the extremal velocity u,, of the barrier depends
on its sign. For example, in the case of the biharmonic driv-
ing law f(¢)=C[(sin(wt)+cos(2wt)] one finds u,,.=2wC and
u,,.=—3wC, respectively. In this case Eq. (15) yields v,
=2wC+\2V,y/m and v_=-3wC—2V,/m. Consequently, we
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FIG. 5. (Color online) Poincaré surface of section of a single
chaotic trajectory, which has been started in the upper region and
stopped once it has crossed the p=0 axis. The diamonds and stars
are periodic orbits corresponding to truncations of the continued
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expect that the FISC for positive momenta is located closer
to p=0 than for negative momenta independently of the
phase of the PSS. Indeed in Ref. [23] a similar behavior has
been observed.

B. Flux through cantori and transit times

Let us now turn to the discussion of the transit times of
orbits in the PSS. First of all we give an example of trajec-
tories in the chaotic sea, which are confined to a subpart of
phase space for a very long time. Then a procedure how to
approximate the average escape time from this region is de-
scribed briefly. Finally, this method is applied exemplarily in
the case of the uniformly oscillating lattice.

In Fig. 5 a magnification of the PSS of a single trajectory
is shown. It has been launched in the chaotic layer close to
the FISC and once it has crossed the x axis, the simulation
has been stopped. Obviously, there are sudden changes in the
density of points in the PSS. This is a hallmark of the so-
called cantori, which are remnants of dissolved tori with ir-
rational winding number. These objects can be regarded as
tori with gaps, so that the Hamiltonian flow is able to pass
through [29]. The diamonds and stars in Fig. 5 are periodic
orbits, which belong to truncations of the continued fraction
expansions of cantori with the noble winding numbers w;
=220 =[2,17] and wy="11=[2,1,1,2,17], where y="5>
is the golden mean. The associated rational winding numbers
for the two periodic orbits are

144
We =[2,19]=§,

129

L=02,1,1,2,17] = —.
we=[ 1=%;

(16)
As long as the trajectories are confined in the PSS to the
region above the cantorus, their velocity never changes sign.
Moreover, the magnitude of the velocity varies only over a
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narrow interval. Thus, they perform ballisticlike motion dur-
ing this time span. This has severe impact on the dynamics of
an ensemble of particles, which will be discussed in the next
section. In order to obtain the average length of the ballistic
flights, we have to determine the flux ®,, through a cantorus
with irrational winding number w. Mather [30] has shown
that the sequence of differences in action of periodic orbits
belonging to truncations of the continued fraction expansion
of w converges to P,

W), (17)

®, = lim (W, -

r/s—w

where W,,;, W, _is the action of the “minimizing” and the
“minimax” orbit, respectively [29], i.e., periodic orbits with
winding number w=r/s, belonging to the minimum (saddle
point) of the action. The minimizing orbit is generically un-
stable and hyperbolic, whereas the minimax orbit is either an
elliptic or hyperbolic-with-reflection periodic orbit. In the
following ®,,,=W,,,—W,, is called as the flux through a
chain of periodic orbits with winding number w=r/s. Due to
the pointlike interaction, the action W,,, of a periodic orbit
can be calculated very easily. Between successive collisions
with the barriers’ edges, the particles move ballistically in a

constant potential. Hence the Lagrangian is simply

m02

— particle between barriers
L(x,x,1) = )
mv

TN Vy particle in barrier

(18)
Consequently, the action of a periodic orbit in the PSS of
period s is given by

liv]

s—1
W= > L(x,%,0)dt (19)
i=0 Y1,

t;=i27 is the moment, when the ith PSS is taken. Since the
interaction is pointlike this reduces to

s=1 jmax(i)
Wy=2 2 W, (20)
=0 j=0
with
2
mv . .
—Ay; particle between bariers
. 2 J
W{"/s = 2
mv L .
(T - V0>At,-,j particle in barrier,

21)

where At; j=t; ;,;—t; ; are the discrete time intervals between
the ith and the i+ 1-st intersection of the trajectory with the
surfaces of section, i.e., t;g=i2m, 1;; ;=(i+1)27 and 1, ;
are the points in time of the collisions occurring between the
particle and one of the barriers’ edges during ¢; to #;, . For the
search of the periodic orbits a variational scheme has been
adopted, which allows the detection of orbits with periods up
to many thousands. In Appendix B a description of this
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FIG. 6. (Color online) Flux through the chains of periodic or-

bits, belonging to convergents of w; and w,, as a function of the
level j. The black curve is (I)r,-/S,-N C&/ with £=~4.339.

method is presented. Figure 6 shows the flux (I)f/sf through
convergents of w; and w, as a function of the level j of the
truncated continued fraction expansions. In the beginning the
flux scales according to the power-law ®, , ~C&/ with &
~4.339 [31] (black curve in Fig. 6). Still the sequence con-
verges rapidly with increasing j as Fig. 6 shows. Asymptoti-
cally, we find for the fluxes through the cantori CI>W1=3.62
X 107" and ®,, =1.09 X 10~. An approximation to the transit
time for particles to get from the region above the cantorus
with winding number w; to the phase space below it is given
by

twi: _is (22)

where A,, is the area in the PSS above w;. By dividing the
PSS into small squares, we have estimated these areas to be
A, =0.12 and A, =0.18, which yields for the total transit
time fyangie=t, +1,,=3.48 X 10° to get in the PSS from the
region above the cantorus w; to the region below the can-
torus w,. Consequently, on average the particles get confined
348.000 periods of the driving in this region of the phase
space and thus perform during this time ballistic flights. We
note that the above transit time is meant to provide a rough
estimate for the transport through the cantori. The compari-
son with numerical data obtained by simulating an ensemble
placed in a chaotic region close to the FISC shows that the
transit time is in general even longer. Beside the effect of
being trapped to the region above the cantorus, the trajecto-
ries accessorily can get sticky to the hierarchy of elliptic
islands surrounded by subislands being above the cantorus.
The latter process extends the ballistic flights significantly.

C. Phase-modulated lattices

So far we have considered only the lattice of uniformly
oscillating barriers (global driving), i.e., {¢;=const. Vi}. Let
us now turn to the setups, which have been defined in Sec. II.
We will discuss especially the differences concerning their
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FIG. 7. (Color online) Stroboscopic PSS of the lattice with a linear phase gradient of period 3 (a), 5 (b) and (10). The length of the unit
cell increases with the period of the gradient. The dashed curves are the FISCs.

phase space structure compared to the setup with global driv-
ing. First, the setup with constant phase gradient is studied.
Then the stability of the phase space structure with respect to
a perturbation of the gradient is considered. Finally, we study
the impact of the potential height V|, on the dynamics.

(a) Constant phase gradient. In Figs. 7(a)-7(c) the PSS of
the lattice with a linear, equidistant phase gradient of period
3, 5, and 10 is shown. Contrary to the case n=1, the PSS is
obviously not symmetric with respect to p=0 and moreover
there is no alternative phase of a chosen PSS for which this
symmetry is restored. As a result not only the PSS but the
complete phase space of these phase periods is asymmetric
with respect to p=0. In the next section we will see that this
desymmetrization is actually the origin of the occurrence of
directed currents in the system. Nevertheless, the PSS shows
in general the same structure, which we have already dis-
cussed for the lattice of uniformly oscillating barriers. For
small momenta there is a large chaotic sea with embedded
resonances. Since the potential height V|, and the potential
width [ are equal for all phase periods, each barrier possesses
analogous to n=1 at p=0 a small elliptic island of bounded
motion in its scattering region [28] [e.g., x;=-0.2, x,~3.8,
x3~=8.8 for n=3 in Fig. 7(a)]. With increasing kinetic energy
more chains of resonances appear until the chaotic sea is
bounded by the FISCs. Although the form of the FISC de-
pends on the phase at which the PSS is taken, Fig. 7 shows
that for all periods of the gradient it is located in the velocity
range defined by Eq. (15). However, a significant symmetry
the phase space possesses for n=1 has disappeared, namely
the areas of the elliptic islands in the PSS with winding
numbers w=r/s and w=—r/s are usually not equal anymore.

For example in the case n=3 the dominant resonance is the
one with winding number w=1/2 [p~1, x~=~-1.7 in Fig.
7(a)]. On the other hand there are three resonances with w
=—1/2[p=-1,x,=-1.7,x,~0.8, x3~2.8 in Fig. 7(a)]. Ap-
parently, their total area in the PSS is less than the area of the
single w=1/2 resonance. Since these areas are preserved un-
der the Hamiltonian flow, this is universally valid for all
phases of the PSS.

(b) Perturbed phase gradient. As the next step, the equi-
distance of the phase gradient with period 3 is broken up by
imposing an additional phase shift « to the “middle” barrier.
For a relatively large range of a one observes that the PSS
remains on a coarse scale unaffected by this perturbation in
the sense that the position and the size of the significant
resonances stays approximately the same. However, close to
the FISC important changes occur. Therefore the upper part
of the chaotic sea is magnified in Fig. 8 for a=0 (a) and «
=—% (b). Obviously, the former stable FISC in the lattice
with the equidistant gradient dissolves, when decreasing «
from 0 to —0.037/3. Thereby, the proportion of the chaotic
layer is increased considerably. However, at the position
where the FISC is for a=0 in Fig. 8(a) a cantorus remains in
the PSS for a=-0.037/3, which represents a strong barrier,
such that the Hamiltonian flow passes through it very slowly.
As a consequence it takes long until a trajectory, which has
been started with small momentum in the chaotic sea,
samples the accessible region of phase space above the can-
torus. Consequently, for a finite time this cantorus acts in a
similar way like the FISC, i.e., as it would be an impen-
etrable torus. Yet, in the limit of long simulation time the
Hamiltonian flow is able to pass through. Therefore these
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FIG. 8. (Color online) Magnification of the Poincaré surface of
section in the upper region of the FISC for two different phase
gradients. (a) is the equidistant gradient of period 3 and in (b) the
phase of the “middle” barrier has been shifted by a=-0.037/3. The
dashed curves are the FISCs.

cantori are usually called “partial barriers” and possess a
major impact on the transient dynamics and the long-term
transport. Thus, one has to be careful, when estimating the
transport velocity by simulating an ensemble of particles
with small initial momenta in the chaotic sea.

(c) Varying the potential height V. Let us now consider
the impact of a variation of the global potential height V,, on
the phase space properties of a lattice with phase shift period
three sequence {...,0,%,31—3,0,%,...}. In Fig. 9 the PSS for
four different values of V|, is shown. Obviously, the island at
p=0 being a property of scattering from a single barrier and
corresponding to a localized dynamics has disappeared, be-
cause the parameters (V;,[) are chosen such that its central
periodic orbit has ceased to exist [28]. Still, for not too high
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values of the potential height Vy=13.0 the chaotic sea is
connected [see Fig. 9(a)]. Yet, with increasing V; another
class of localized dynamics arises in the system. As Fig. 9(b)
shows, a separated chaotic sea between the first and the sec-
ond barrier arises. Obviously, this part of phase space is con-
fined by impenetrable tori, i.e., the particles starting in this
sea cannot escape from it and are thus trapped between the
barriers. (Note that the “empty barrier” region in the PSS is
not a confinement criterion like the invariant tori.) As the
potential height is increased further, this localized chaotic
dynamics appears between the other barriers, too. Embedded
in these chaotic seas are elliptic islands, e.g., at x=6.9, p
=3.2 in Fig. 9(c). Intuitively, the occurrence of these local-
ized chaotic seas is surprising, because one could think that
with increasing potential height the particles just have to
acquire more collisions until they are finally fast enough to
surpass V. Even more astonishing is the fact that apparently
these regions in phase space do not appear simultaneously
between all barriers but successively with increasing V.
Nevertheless, this behavior can be resolved straightfor-
wardly. For small momenta p?/2 <V, the particles exhibit
exclusively reflective collisions, i.e., they cannot penetrate
into the barriers. In this regime the dynamics of the Hamil-
tonian (1) is equivalent to the Fermi-Ulam-Model (FUM) of
a particle bouncing between two infinitely heavy oscillating
walls. In the case of smooth driving laws the phase space of
the FUM is not globally stochastic but possesses a FISC at
momentum p,, which prevents particles from gaining arbi-
trarily high momenta [32]. Consequently, localized chaos in
the case of the driven lattice will occur if the potential height
is larger than the kinetic energy associated with this momen-
tum Vy= p§/2. For momenta less than a certain value p, the
phase space of the FUM is indeed completely chaotic. In the
case of the previous setups Figs. 7 and 8 with V;=0.16 and
in Fig. 9(a) the potential height V|, has been chosen smaller
than the corresponding kinetic energy V,= pf/Z. Conse-

4¢

0 2

4 x 6 8 10

FIG. 9. PSS for a lattice with a gradient of period 3 and four different global potential heights. The values are V,=2.0 (a), V(,=13.0 (b),

V,=22.0 (c), and V,=32.0 (d).
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quently, all orbits of the large chaotic sea move diffusively
through the lattice in these cases. For intermediate momenta
Ips| <|p,| <|ps| the phase space of the FUM possesses a well
known resonance structure, whose central periodic orbits
correspond to trajectories similar to the one shown in Fig.
3(b). When the global potential height is increased, these
orbits and their surrounding elliptic islands appear in the PSS
between two barriers prior to the blocking tori, since |p,]
<|pp|- Due to the different phase relations the barriers have
with respect to each other, these confined chaotic seas do not
occur simultaneously between different pairs of barriers but
one after another with increasing potential height [see Fig.
9(b)-9(d)]. Of course, there coexists a chaotic, diffusive dy-
namics of the particles in the lattice, too.

Let us briefly summarize the different possibilities for
trapping particles in one unit cell of the lattice. In the case of
small potential heights, which have been used for instance in
the setups with constant and perturbed phase gradient, this
can be done by means of the elliptic island at p=0 corre-
sponding to trapping in a single barrier. For larger values of
V, this structure is gone, but islands belonging to trapped
trajectories between two barriers are present in phase space
(see discussion in the previous paragraph). Furthermore, for
Vp=13 there is the possibility of trapping particles in the
confined chaotic seas. Finally, we want to remark that for
setups with very specifically chosen potential heights and
phase gradients it is possible to achieve regular, localized
dynamics, which extends over the scattering regions of sev-
eral barriers. However, this is a case, which requires fine
tuning, since the associated elliptic islands are very tiny and
for the parameter regime chosen in our setups this kind of
dynamics does not occur.

IV. TRANSPORT AND LOCALIZATION OF PARTICLES

In this section the transport and the localization properties
of the chosen setups are studied. As we have seen in Sec. II
directed transport can be ruled out for the case of a lattice of
uniformly oscillating barriers. Yet, whether the other setups
show directed transport cannot be judged prior to a more
detailed analysis, because breaking the symmetries (see Eq.
(5) and Ref. [15]) is necessary but not sufficient for the
occurrence of directed transport.

A. Transport properties in phase-modulated lattices

We will deal with the question whether the setups defined
in Sec. II show a directed flow of particles. In the course of
this study the stability of the current against perturbations of
the gradient and the diffusion properties in the lattices are
discussed, too.

(a) Transport properties for constant phase gradients. In
Fig. 10(a) the evolution in time of the absolute value of the
mean position |{x)|(¢) for several periods of the phase pattern
is shown. All particles have been started with small momenta
in the chaotic sea close to the origin of the lattice, in order to
avoid that some of them are initialized already in a small
elliptic island belonging to a ballistic flight. Obviously, for
n=1 (lattice of uniformly oscillating barriers) no directed
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FIG. 10. (Color online) (a) shows the absolute value of the mean
position averaged over an ensemble of 103 particles, which has been
started with small momentum p=0.1 in the chaotic sea as a func-
tion of time for various phase periods. For n=6 the evolution of the
standard deviation has been plotted in the inset. Accordingly, (b)
shows the mean velocity as a function of time.

transport occurs, as we have expected because in this case
the relevant symmetries are not broken (see Sec. II). The
ensemble average of the position fluctuates only around (x)
=0. In order to make this visible the data-points with {x)(r)
<0({x)(r)>0) for n=1 have been plotted with stars (dia-
monds). A similar behavior is observed for (v)(r) [Fig.
10(b)]. For n=1 the mean velocity changes its sign several
times correlated with a corresponding behavior of (x)(z).
Contrary, the other phase periods show clearly directed trans-
port. After an initial transient =~ 103—10* the mean position
grows according to {x)(f) =vmean* t, Where vpe,n is referred to
as the transport velocity of the system. An asymptotic linear
fit to the curves (x)(¢) yields the mean transport velocities
presented in the first row of Table I. For n=3 and n=6 these
values for v.,, are consistent with the behavior of the en-
semble average of the velocity (v)(¢) for large times (see
lower part of Fig. 10). After the initial transient, (v)(¢) never
changes sign again and fluctuates around v ,.,,- Whether this
is also true in the case of the phase period n=10 cannot be
judged ultimately, since the fluctuations of (v)(¢) are of the
same order of magnitude as v,.,,. Nevertheless, Fig. 10
shows clearly that after the transient £~ 10* the ensemble
average of the position grows linearly with time.

Let us now discuss the question of the origin for the ap-
pearance of directed transport. Due to the choice of the initial
conditions, the ensemble is localized in the chaotic sea be-
tween the FISCs for every point in time. Thus, the conver-

TABLE 1. Transport velocities for the different phase periods
obtained by performing asymptotically a linear fit to the evolution
of the ensemble average of the position (first row) and by averaging
over the chaotic sea of phase space (second row).

n 3 6 10
Uinean -0.0476 0.0384 -0.0055
ves -0.0456 0.0372 0.0201
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gence of the ensemble average of the velocity (v)(¢) to a
nonzero value can be explained by means of an asymmetry
of the chaotic sea with respect to p=0, if it is assumed ad-
ditionally that the dynamics is ergodic with a uniform invari-
ant density [23]. Again, it is important to emphasize that this
desymmetrization has to occur in phase space and not only
for a certain PSS, which depends on the phase of driving at
the moment of the snapshot. For Hamiltonian system with
mixed phase space the proof that the dynamics is ergodic in
the chaotic subsets is still an open problem [33] and has been
achieved only for very special systems [34]. Nevertheless, if
we assume ergodicity of the dynamics in the chaotic sea,
then the phase space average of the velocity veg over the
chaotic sea should coincide with v ¢, Ucs can be calculated
by

1
ves=—— | Ldl, with T =dxdpdé,  (23)
csdesm

where ()¢s is the phase space volume of the chaotic sea and
¢ is the phase of the driving. Due to the time periodicity of
the Hamiltonian H(x,p,t+2m)=H(x,p,t), the volume Q,g
can be written as Q,s=2m-Ass with Agg being the area of
the chaotic sea in the PSS. Performing the integration over x
and p yields hence the mean velocity of the chaotic sea in the
PSS, which is determined for a fixed ¢ by dividing the PSS
into small rectangles and averaging over the cells that get
visited by a single long chaotic trajectory. This yields a func-
tion vpgs(€), whose convergence is checked by enlarging the
grid of the PSS. Finally, the mean velocity of the chaotic sea
of the complete phase space is obtained by averaging over
the phases of the PSS, i.e.,

1 2
Ves= ;Tfo vpss(é)dE. (24)

Of course this scheme is equivalent to the procedure pre-
sented in [23]. We remark, that for our system it turns out to
be more efficient to evaluate numerically the integral (23)
than applying the sum formula of [23], where all the winding
numbers and areas of the significant elliptic resonances in the
PSS have to be determined. Furthermore, even for very long
simulation times (1=10%) a “drift” of a chaotic trajectory
beyond an intact KAM-torus by accumulating numerical er-
rors has never been observed in our system. For the lattice of
uniformly oscillating barriers, our procedure gives vo5=0, as
expected. In the case of other phase periods, i.e., different
from one Eq. (24) yields nonzero values for vgg, which are
summarized in the second row of Table I. For n=3 and n
=6 the velocities obtained by performing asymptotically a
linear fit to the mean position and averaging over the chaotic
sea coincide very well. However, for n=10 Eq. (23) predicts
that the transport should be actually in the opposite direction
than it is observed (see Fig. 10). This contradiction can be
resolved straightforwardly. According to our discussion of
the PSS, there are cantori in the chaotic parts of phase space.
Depending on the system’s parameters such as phase period
or potential height, the flux across them can become arbi-
trarily small and therefore these cantori restrict trajectories to
certain subparts of phase space even for long simulation
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times. In the previous section their impact on the appearance
of ballistic flights has been discussed. Yet, as we have indi-
cated already in the discussion of the setup with the per-
turbed phase period three, there is of course the opposite
effect, too. For trajectories starting with small momenta such
as our initial ensembles, the cantori prevent the particles
even for long times from sampling the (transporting) phase
space beyond the cantori. Indeed the surfaces of section of
phase period n=10 for t<10° show that the region of the
chaotic sea especially close to the FISC for positive mo-
menta has not been visited by a single trajectory at all. Since
this part of phase space corresponds to a positively valued
drift, a transient transport in the opposite direction occurs in
our case. In order to verify this explanation, a smaller initial
ensemble has been simulated for a longer simulation time.
For this simulation a zero crossing of (x)(r) is observed at
t,~1.3X107. After the zero crossing the mean position
(x)(r) grows in the positive x direction, which is predicted by
Eq. (23). Moreover, for t> 1., the region in the PSS close to
the FISC for positive momenta gets sequentially visited by
trajectories.

According to the above, the origin for the occurrence of
directed transport is simply the desymmetrization of the cha-
otic sea with respect to p=0, i.e., for the phase periods larger
than three the phase space volume of the chaotic sea with
p >0 and accordingly p <0 are not equal anymore. An im-
portant manifestation of this asymmetry is that the areas of
elliptic islands with w=r/s and w=—r/s are different in the
PSS. Usually, this phase space asymmetry is achieved by
applying a biharmonic driving law to the static system
[7,8,15,21-23], such that the potential V(x,7) of the Hamil-
tonian breaks both symmetries derived in [15]. However,
from the discussion of the FISC in the previous section we
know that for a biharmonic driving law a kinematic approach
to the single barrier dynamics explains already the asymme-
try of the chaotic sea of the phase space with respect to p
=0, because the FISC, depending on the direction of the
propagation, is located in different ranges of the velocity. For
the lattice with phase-modulated harmonically driven barri-
ers this simple consideration, independently of the phase pe-
riod, is not enough to explain the asymmetry.

(b) Diffusion properties for constant phase gradients. In
Sec. III it has been shown that every barrier possesses an
elliptic island at p=0 for the parameter values (V,,l) chosen
for setup (a). Accordingly, the particles in the chaotic sea,
which move diffusively through the lattice, can become
sticky to this structure. They therefore remain at the same
spatial location for many periods of the driving. On the other
hand the particles can perform ballistic flights. These events
originate either from phases of motion during which the par-
ticles are confined by partial barriers to regions of phase
space with nonzero average velocity or they are the result of
stickiness to elliptic islands corresponding to periodic orbits,
which travel through the lattice in the direction of their initial
momentum. Usually, strong partial barriers are close to the
FISCs, where transporting islands are found, too. Conse-
quently, both effects reinforce each other in this part of phase
space, i.e., trajectories which are confined by a partial barrier
and get additionally sticky to elliptic islands contribute to the
longest ballistic flights in the system.
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FIG. 11. (Color online) Cumulative distribution function P(r)
for the length of ballistic flights (phase period n=6). Fitting a power
law to the distribution yields an exponent of u=1.6.

These trajectories can be detected numerically very easily.
We look simply for time intervals with a minimum length,
where the sign of the velocity does not change upon interac-
tion between the particle and the barriers, i.e., we search for
ballistic flights. The corresponding probability distribution of
the lengths of ballistic flights obeys a power law p(r) ~¢7".
However, in order to reduce statistical noise [35], we do not
plot a simple histogram of the data, but calculate the cumu-
lative probability distribution function P(r), which is defined
by

P(t) = fmp(t’)dt'. (25)

Figure 11 shows P(¢) in a double-logarithmic plot. Clearly,
there is a power-law behavior of P(¢) ~* over several de-
cades. The exponent can be estimated by a least-square fit
using a power law, which gives u=1.6. Thus, due to Eq. (25)
the probability distribution p(z) follows a power law with the
exponent v=pu+1=2.6. From continuous-time-random-walk
(CTRW) theory [21,22,36] it is known that this interplay
between ballistic flights and waiting times should yield
anomalous diffusion in configuration space. In the inset of
Fig. 10 the variance o(x)(¢) for n=6 is shown, which obvi-
ously grows for large times according to o(x)(r) ~1”. Per-
forming an asymptotic power-law fit yields for the exponent
v=0.65. CTRW theory predicts that between y and u the
relation 2y=3—u [37,38] holds. For our numerical data this
is quite well fulfilled. A similar behavior is found for the
other phase periods, too. In the asymptotic time limit the
variance follows a power law and the exponent is always
between 0.5 and 1, i.e., the system shows universally super-
diffusion in configuration space.

(c) Transport properties for the perburbed/broken phase
gradient. Now we turn to the discussion of the transport
properties of the lattice, where the phase period three with
equidistant gradient is perturbed. Figure 12 shows the trans-
port velocity of the system as a function of the phase shift «
of the “middle” barrier. For these setups and all the upcom-
ing ones the transport velocity has been calculated exclu-
sively by evaluating numerically Eq. (23), because this is
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FIG. 12. Transport velocity Upea,, as a function of the phase

shift a:—%’...o of the “middle” barrier. With a star we have
marked the setup, which we have chosen in Sec. III to produce the

PSS shown in Fig. 8(b).

much more efficient in terms of computational time than
simulating the long-term dynamics of a whole ensemble. The
star in Fig. 12 marks the setup with a=—% for which one
obtains the PSS shown in Fig. 8(b). Using this example one
can again demonstrate very vivid the impact of the tuning of
the asymmetric phase space on the direction of the transport.
The PSS of the setup with equidistant phase period three,
i.e., =0, shown in Fig. 8(a) corresponds to the system with
transport velocity ves(a@=0)=-0.0456. By perturbing this
equidistance of the gradient the formerly stable FISC dis-
solves, which makes parts of the phase space volume with
larger positive momenta accessible to chaotic trajectories. At
the same time, the remaining phase space, in particular the
part with p <0, remains basically unaffected, i.e., overall the
phase space volume of the chaotic sea with p>0 increases
significantly. Therefore, the phase space average of the ve-
locity over the chaotic sea in Eq. (23) and thus the direction
of the transport changes its sign. For some values of a the
directed transport vanishes, i.e., vog(@)=0. Yet, this does not
imply that a symmetry of type [Eq. (5)] is present. In fact
both symmetries are broken. Nevertheless, the phase space
volumes with p>0 and p <0 of the chaotic sea are acciden-
tally equal for some values of .

Finally, we consider the transport properties of the setup
with variable potential height and fixed phase gradient of
period three {...,O,%,%,O,%,%,...}. By evaluating Eq.
(23) the transport velocities depending on the global poten-
tial heights are calculated and summarized in Table II. Simi-
larly to the previous setup, the directed transport can be
tuned by varying a parameter, which is now the potential
height.

TABLE 1II. Transport velocities for different global potential
heights V|, obtained by averaging over the chaotic sea of phase
space.

Vo 2 13 22 32
ves 0.0221 0.0404 0.0088 0.1201
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well 1
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FIG. 13. (Color online) Cumulative distribution function P(z) of
the dwell time for the three different wells with fixed potential
height V=4 for setup (c). In the inset P(¢) belonging to the second
well for different values of Vy=4...8 is shown.

B. Localization and trapping

In this section the three different possibilities for trapping,
which have been summarized in Sec. III C, are discussed in
more detail. Especially the impact of the potential height is
addressed, because the localization of particles is most sen-
sitive to this parameter.

(a) Localization properties for a broken phase gradient.
In the course of the discussion of the diffusion properties it
has been shown that the trajectories, which contribute to the
directed current in the lattice, can still obey for long time
phases of motion during which they are localized in the scat-
tering region of one barrier. For small potential heights these
events originate from stickiness to the elliptic island at p
=0, whose properties are defined exclusively by (V,,]).
Since these parameters are equal for all barriers, i.e., a single
barrier property [28], the stickiness of trajectories to this
structure is identical independently of the phase periods: the
particles get localized in the scattering region of the first,
second etc. barrier on average for the same time. In the case
of very large potential heights, e.g., V,=32 for the setup with
broken phase gradient, there are confined chaotic seas be-
tween the barriers. Yet, the particles belonging to the directed
flow cannot enter these regions in phase space, because these
parts are separated by impenetrable tori. In the following we
will show that it is possible for certain parameter values to
obtain a dynamics that exhibits phases of trapped motion in
certain wells, i.e., in between certain definite barriers, of the
driven unit cell of the lattice. To this end we look in the case
of the setup with broken phase gradient for time intervals
during which the particles, that move diffusively through the
lattice, are localized between two barriers. Figure 13 shows
for Vy=4 the cumulative probability distribution of dwell
times P(¢) for particles between two consecutive barriers in
one spatial unit cell, i.e., i=—1to i=0,i=0toi=1 and i=1 to
i=2, which will be labeled as well one, two and three, re-
spectively. For this value of the potential height (see Sec.
III C) the elliptic island at p=0 has disappeared and thus
there is no stickiness to this regular structure anymore. Fur-
thermore, no trapped chaotic dynamics between barriers is
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possible. Instead all chaotic trajectories in the large chaotic
sea move diffusively through the lattice. Obviously, P(f) is
not equal for the different wells. A particle, which has been
localized in the first well is trapped with less probability (for
a time span t=10% compared to a particle trapped in the
third well. By recalling the discussion of the PSS for this
values of V in Sec. III C this behavior can be resolved.
Accordingly, with increasing potential height the particles
between two barriers are able to probe parts of the phase
space of the corresponding FUM, which are located at higher
momentum. However, the phase space of the FUM in general
is very sensitive to the phase relations the walls have with
respect to each other. Not only the position in momentum
space of the FISC p,, but also both the momentum p, below
which the FUM is completely chaotic and the momentum of
elliptic islands belonging to trajectories shown in Fig. 3(b)
depend critically on the phase relations between the barriers.
Due to the nonequidistant gradient these phase relations are
not equal, i.e., the barriers belonging to different wells pos-
sess different relative phases with respect to each other.
Thus, for a fixed potential height it is possible that in a cer-
tain well only the chaotic part of the corresponding FUM’s
phase space is accessible to the particles, whereas in another
well already elliptic islands embedded in the chaotic sea are
present. Escape rates from these different parts of phase
space are understandably not equal, because stickiness to
regular structure leads to phases of motion during which par-
ticles are trapped for long times between two barriers. By
changing the phase gradient for a fixed potential height, it is
possible to “engineer the phase space of the lattice in such a
way” that the events with very long dwell times take place
only in specific wells. Of course, trajectories can also stay for
a comparatively long time in a well, which does not contain
any elliptic island at all, which is due to the so-called low
velocity peaks [39]. Particles, that are slightly faster than the
barrier at a collision, get decelerated to a very small velocity
v, but still leave the scattering region without experiencing a
second collision. Afterward they travel the spatial distance
between the scattering regions of two barriers, which yields
for the dwell time 7,= D_ZZC. Yet, the portion of trajectories,
which are “trapped” according to this mechanism, is negli-
gible. For V;=4 all wells contain elliptic islands. In fact, the
characteristic asymptotic power-law behavior P(f)~1* of
the cumulative probability distributions of dwell times is a
hallmark of the associated stickiness to this regular structure
in phase space. Generally, whenever a region in phase space
contains elliptic islands, the occurrence of long algebraic
tails in the escape rate is generic [29]. Indeed, we observe
that the exponent of the probability distribution p(r) ~77,
which is related to P(r) through Eq. (25), is always larger
than two. Similarly to the previous setups, the dynamics
shows the characteristic interplay between ballistic flights
and waiting times. Accordingly, we find that there is super-
diffusion in coordinate space even for very large potential
heights.

(b) Impact of potential height on localization properties.
Finally, let us discuss how the variation of V;, influences P(t)
for a given well. In the inset of Fig. 13 the cumulative prob-
ability distribution of the dwell time in the second well for
various values of V,, between 4 and 8 is shown. With increas-
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ing V,, this is the first well with a localized chaotic sea [see
Fig. 9(b)]. Especially for small and intermediate dwell times
(10°<t<3X10% the function P(f) changes significantly.
P(t) decreases less rapidly for larger values of V;, which is
understandable, because with increasing potential height the
particles need to accumulate more collisions in order to be-
come fast enough to surpass the potential. Still, by doubling
V, the probability for the particles to be trapped in the well
for dwell times longer than 10* grows up five orders of mag-
nitude. Furthermore, the PSSs of trajectories with dwell
times in this range show that beside the particles, which are
sticky to elliptic islands, a great portion still obeys chaotic
dynamics. In order to answer the question how chaotic par-
ticles, which move diffusively through the lattice, can be
trapped between two barriers for such a long time, we have
to exploit one more time the FUM. Close to the FISC of the
FUM are again cantori with small flux across them. Depend-
ing on the properties of these partial barriers the particles
obeying chaotic dynamics are prevented for a significant
time from sampling the phase space of the FUM, which is
located at high momenta close to the FISC and associated to
the kinetic energy a trajectory has to gain in order to leave
the well. Consequently, once the potential height is chosen
such that these cantori are stabilized, the escape rate from the
region between barriers is lowered significantly.

V. CONCLUSIONS AND OUTLOOK

We have explored the dynamics of noninteracting par-
ticles in one-dimensional, phase-modulated driven lattices.
Depending on the parameters such as the potential height and
phase period the phase space of the system has been ana-
lyzed in detail. The impact of cantori on the transient trans-
port properties, as well as the occurrence of ballistic flights
due to the dynamical confinement of trajectories to volumes
in phase space with nonzero velocity, has been studied. De-
pending on the phase period a directed current is observed,
whose occurrence has been traced back to the desymmetri-
zation of the chaotic sea [23-25]. Commonly, this asymme-
try of the phase space is achieved by breaking two estab-
lished spatiotemporal symmetries [15] with an appropriately
chosen biharmonic driving [7,8,15,21-23]. For this driving
law a kinematic argument considering the single barrier dy-
namics is sufficient to explain the occurrence of a desymme-
trization of the extended system’s phase space, i.e., each bar-
rier is transporting itself and the lattice inherits this property.
In this work it has been shown that a simple harmonic driv-
ing law together with a local symmetry breaking imple-
mented by local phase shifts is sufficient to generate a flow
of particles although each individual barrier is nontransport-
ing. Consequently, the occurrence of the particle current is in
this case a collective phenomena of the complete lattice. The
direction and the magnitude of the transport can be tuned by
the parameters of the system like the phase period or the
potential height.

Of course the simplest way to revert the direction of the
particle current is by inverting the gradient. With increasing
potential height elliptic islands belonging to a trapping dy-
namics between the barriers arise. Their properties such as
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size and position are influenced by the phase relation of the
barriers with respect to each other. Accordingly, the phase
space can be locally manipulated in a controllable manner,
such that each well possesses its own characteristic escape
rate. Furthermore, it has been shown that the system shows
universally superdiffusion in coordinate space. In retrospect
this occurrence of anomalous diffusion is understandable, be-
cause its prerequisites are always present in phase space.
Independent of the system’s parameters such as potential
height, phase period etc. the phase space is mixed. Thus, it
possesses the hierarchy of elliptic islands surrounded by sub-
islands. Events of stickiness to this regular structure yield
either ballistic flights or waiting times. In both cases we have
found that the corresponding probability distributions follow
asymptotically typical power laws, which give rise to anoma-
lous diffusion and can be modeled by continuous-time
random-walk theory. A major advantage of the presented
setup compared to other driven lattice systems is that the
driving can be locally adjusted to engineer the phase space.
Thereby, the desired transport and localization properties can
be achieved much more simply than by applying just another
driving law. Furthermore, the local driving laws offer the
possibility of building up “blocks of sublattices,” such that a
current of particles can be manipulated.
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APPENDIX A: DETERMINING THE POSITION
OF PERIODIC ORBITS IN THE PSS
WITH FEW COLLISIONS

In the following we describe briefly our method to deter-
mine the position of the periodic orbits with winding number
w=r in the PSS using the example of w=2. For this trajec-
tory the initial velocity v, and the particle’s velocity between
the first and the second barrier v, [see Fig. 3(a)] are defined
by the condition that the phases at collision with the first and
third barrier are the same. In the case of the uniformly oscil-
lating lattice {¢;=const. V i}, this yields after some algebra

_L-1+2 cos(¢))
vo= m+2&; ’ (AD
_L-1-2 cos(&)

Uy = - 28 (A2)

Due to the symmetry of the phases & upon collision, the
particle’s velocity after the first and the third collision with
one of the barriers’ edges are equal, i.e., v;=v3. Furthermore,
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the spatial distance between the collisions at phase &; and &,
has to be covered by the particle during Ar=§,—&,. Both
conditions yield a system of two nonlinear equations

f1(&,&) =sin(&)) —sin(&) - \'/[Uo(§1) + Sin(§1)]2 -2V,
+ V/[Uz(fz) + sin(§2)]2 -2V,=0,

f2(&1,&) = cos(&)) —cos(&) + (& - &)

X{\[vo(&) + sin(é) > = 2V, sin(£)} = 0.
(A3)

Solving Eq. (A3) for ¢, and &,, the position of the elliptic
island in the PSS can be calculated straightforwardly. In gen-
eral, one can proceed similarly for setups with larger phase
periods and for every resonance. A system of equations will
therefore result

{fi(§1’§27 .“’gk)=07 i=1 k}

We remark that it is difficult to generalize this scheme to
periodic orbits with many collisions, since the approach to
set up the system of equations and the roots corresponding to
physical solutions depend on the specific symmetry proper-
ties of the phases upon collisions of the central periodic orbit
belonging to the resonance.

(A4)

mx(t,1) — x(1)

~ Z(tk+1 - tk)
Wt =) (1) = ()P
2tk — 1)
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APPENDIX B: FINDING PERIODIC ORBITS WITH
ARBITRARY WINDING NUMBER

For periodic orbits with many collisions, which are
needed for the calculation of the flux through a cantorus, the
scheme presented in Appendix A is obviously not feasible
anymore. In this case it makes more sense to make use of a
variational method, which will be presented in the following.
Since the particles move ballistically, the trajectories in the
lattice belonging to the periodic orbits in the PSS are com-
pletely defined by the moments of the collisions #, with the
barriers’ edges. Thus the action (20) of such a periodic orbit
can be rewritten as

N

Wr/s = E Wk(tk’ tk+1)’ (B 1)
k=1

i.e., the action between successive collisions is added piece-
wise. N is the total number of collisions. Now we restrict
ourselves to periodic orbits with winding number w=r/s.
First, this yields that in Eq. (B1) ty,,=t;+2s. Second, r
specifies how many spatial unit cells a trajectory travels in
the lattice, at which the velocity never changes sign. Accord-
ingly, the number of collisions N, the phase period n and r
are related through N=2-rn-r. Inserting the Lagrangian of the
system (18) in Eq. (B1) gives

particle between barriers
(B2)

= Vy(tye1 — 1) particle in barrier

Of course x(t;) equals with the position of one of the barriers’ edges at a collision, which depends on the driving law f;(z) at
the ith site. For particles in a barrier the spatial distance between the successive collisions is x[#;,; —x(t;) 1=+ fi(t301) = fi(te)
and accordingly x[f,,—x(t)]=D =1+ fi;1(tx1) —fi(f;) between the barriers. Setting m=1 the action becomes

[D =1+ fis(tis1) —fi(fk)]z

2t — 1)
[+ filti) - fi(fk)]2

2ty — 1)

Wit tyer) =

We search for trajectories for which the action is extremal.
The action gradient vector is VW=(dW/dt,,...,dW/dty)T
with
aw AWy (tio1,13) N IWilti,ti11)
ot; at; ot

(B4)

For finding roots of VW a multidimensional Newton scheme
has been applied. Therefore, the derivative matrix (“Hes-
sian”) of the action gradient is needed. It is a cyclic, tridi-
agonal matrix of the second derivatives of W;, whose rank

particle between barriers
(B3)

—Vo(tee; — 1) particle in barrier

increases with the period s of the orbit. To get an initial
starting point we start from the integrable limit (V,=0) and
trace the periodic orbits as the perturbation, i.e., Vj, is in-
creased. Finally, the stability of the obtained periodic orbit
can be determined via the eigenvalues of the Hessian. In the
case of the minimizing orbit it has only positive eigenvalues,
whereas for the minimax orbit there is a single negative ei-
genvalue. For orbits with not too high periods (s <300) the
results of this scheme have been compared additionally to
other globally convergent methods [40,41] and we have
found good agreement.
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